MATRICES
After studying this chapter you will acquire the skills in

¢ knowledge on matrices
e Knowledge on matrix operations.
¢ Matrix as a tool of solving linear equations with two or three unknowns.
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Chapter I: Introduction of Matrices

1.1 Definition 1:

A rectangular arrangement of mn numbers, in m rows and n columns and enclosed within a
bracket is called a matrix. We shall denote matrices by capital letters as A,B, C etc.

03 Gyz " Oin

a=| 0w )= (ay)

Bpy Bmz " Bmp

M xn

A'is a matrix of order m x n. i row j"" column element of the matrix denoted by a;;

Remark: A matrix is not just a collection of elements but every element has assigned a definite position in
a particular row and column.

1.2 Special Types of Matrices:
1. Square matrix:

A matrix in which numbers of rows are equal to number of columns is called a square
matrix.

Example:

Gy Gyz  Oyz 2 3 -8
A= |0y axp ﬂ:!) E= |0 -3 —4-)
O33 Ogz Og 6 8 Q

2. Diagonal matrix:

A square matrix A = {ﬂ-i_i'}ﬂ on is called a diagonal matrix if each of its non-diagonal

element is zero.



Thatis g; =0 if i #j and at least one element a; = 0.

Example:

a, 0 0 2 0 0
A= (n - n) B= (n -3 n)
0 0 asx 0 0 9

3. Identity Matrix

A diagonal matrix whose diagonal elements are equal to 1 is called identity
matrix and denoted by [,,.

. (0 ifiEj
That is afi'_[l ifi=J

Example:

10 0
I!:DID)
00 1

4. Upper Triangular matrix:

A square matrix said to be a Upper triangular matrix if a; =0 if i = .

Example:

B33 By3 Oz 2 0 8
A= 0 oy C!':!) E= |0 -2 5)
0 0 a4 oo 7

5. Lower Triangular Matrix:

A square matrix said to be a Lower triangular matrix if a; =0 if i =/

Example:

g 0 0 -1 0
A= |ay a3 0 BE= 17 0
Ogy gz O 9 8

6. Symmetric Matrix:

[t
[t

A square matrix A = {agj-}r‘ wsaid to be a symmetric if a;; = a;; for alliand j.
Example:

Q3  Gy3  Oyz g -2 7
A= |8y @Gz ﬂ':!) E=|-2 -9 3)
ﬂlq Hmng RE! ? 3 5

& L



7. Skew- Symmetric Matrix:

A square matrix A = {ﬂ-g_i'}ﬂ wsaid to be a skew-symmetric if a;; = —a;; for all i and j.
Example:
Gyg Gz Gz g -2 7
A= | —oyz Bz I3:!) E= 2 -9 3)
—Gy3 —Oz3 GOgg -7 -3 5

8. Zero Matrix:

A matrix whose all elements are zero is called as Zero Matrix and order #n = m Zero

matrix denoted by 0,50 -

Example:
o o0
O30, =10 0
o o0

9. Row Vector

A matrix consists a single row is called as a row vector or row matrix.
Example:

A= (g 6 8] E=1(7 4 -3)
10. Column Vector

A matrix consists a single column is called a column vector or column matrix.

Example:

Gyg a
A= 5:1) E= —?)
O3y 3

Chapter 2: Matrix Algebra
2.1. Equality of two matrices:
Two matrices A and B are said to be equal if

(i) They are of same order.
(i) Their corresponding elements are equal.

Thatisif A=(a;) andB = (b;) thenay; = by foralliand].



2.2. Scalar multiple of a matrix

Let k be a scalar then scalar product of matrix A = I'C::e.._-j-::lrr - given denoted by kA and

given by KA = {k“‘fi}w O
kali kﬂ-i: ree kﬂ-]_i"!
kA = ( : : )
kg kG e " Kogn
2.3. Addition of two matrices:

Let A = {E'U}rr >cmand E = {&U}w . are two matrices with same order then sum of the

two matrices are given by

A+E = {I'}._'_i'} + {bij'}m I ( o + &i_i' D sen

M xn

Example 2.1: let

=BT w00,

Find (i)5B (i) A+B (i) 4A-2B (iv)0 A
2.4. Multiplication of two matrices:

Two matrices A and B are said to be confirmable for product AB if number of columns in
A equals to the number of rows in matrix B. Let A = {aij-}w o and B = {E"-'J'}r- xrbe two

matrices the product matrix C= AB, is matrix of order mx r where

Cif = Y. by = mpby;+ @by + e F A by

2 3

. _ M1 2z -3 4 _| -3 0

Example 2.2: Let A = {U 253 1) and E = 6 5
-1 -3

Calculate (i) AB (ii) BA
(iii)is AB=BA?
2.5. Integral power of Matrices:
Let A be a square matrix of order n, and m be positive integer then we define
AT = AxAxA....xA (m times multiplication)
2.6. Properties of the Matrices

Let A, B and C are three matrices and 4 and u are scalars then

() A+B+C)=(A+B)+C Associative Law



(i) ACA+B)= 1A+ AB Distributive law

(i) Apd) =(AuA Associative Law
(iv) (A4)B = A(AE) Associative Law
(v) ABC) =(4B)C Associative Law
(viy A(B+C)=AE+AC Distributive law

2.7. Transpose:
The transpose of matrix A = {agj-}w o’ written A° (.#1' or AT) is the matrix obtained
by writing the rows of A in order as columns.

Thatis 4 = (ay) .

Properties of Transpose:
0) (A+B) =" + BY)
(i) (A7 =A
(iii) (kA)® =Kk A" for scalar k.
(iv) (AB)t = BUAF

Example 2.3: Using the following matrices A and B, Verify the transpose properties
1 -1 2z -2

A= (5 —4 3 ) , B = (—1

1 -2 -3 -2

Proof: (i) Let a;; and b;; are the (i) Relement of the matrix A and B respectively. Then
a;; + by; is the (1, j)°* element of matrix A + B and it is (j.1)** element of the matrix
(A+EBE)f

= oo

|
=
\"‘-_-""F-

Also a; and b;; are the (5. {)**element of the matrix A" and B ‘respectively. Therefore

a;+ by is the (j. 7)™ element of the matrix A" + BF

(i) Let (i)™ element of the matrix A is a;;, it is (j.{)** element of the A® then it is
(i)™ element of the matrix (A%)*

(i) try

(V) o= Xfiim; bp = auby;+ Gubyi+ e d G by is the (4 k)™ element of

the AB It is result of the multiplication of the i row and k™ column and it is
{k.i)"® element of the matrix (AE)".

BTA" | (k.1)™ element is the multiplication of k™ row of Bwith i column of A,
Thatis k" column of B with i row of A.



2.8 A square matrix A is said to be symmetric if A = A

Example:
1 -1 1
A=1-1 -4 —2) , A is symmetric by the definition of symmetric matrix.
1 -2 -3
Then
1 -1 1
AA=]-1 -1 —2)
1 -2 -3
Thatis A = A°
2.9 A square matrix A is said to be skew- symmetric if A = — A*
Example:
1 i -1
A=1-3 -5 8 )
1 a Q
(i) AA" and A"A are both symmetric.
(i) A+ Af is a symmetric matrix.
(iii) A — A" is a skew-symmetric matrix.
(iv) If A is a symmetric matrix and m is any positive integer then A™is also symmetric.
(v) If A'is skew symmetric matrix then odd integral powers of A is skew symmetric,

while positive even integral powers of A is symmetric.

If A and B are symmetric matrices then

(vi) (4B + BA) is symmetric.
(viiy (AB — BA) is skew-symmetric.

Exercise 2.1: Verify the (i) , (i) and (iii) using the following matrix A.

1 3 3
A=|-3 -3 1[])
1 g 9

Chapter 3: Determinant, Minor and Adjoint Matrices

Definition 3.1:

Let A= {ﬂ-[_i'}r' n be a square matrix of order n , then the number |4l called determinant

of the matrix A.

(i) Determinant of 2 = 2 matrix



_ By '5!'1:) _ |ﬂ'11. Gyz) _
Let A= ('5!':1 s then |4l = Oz o G307 — Gyalyy
(i) Determinant of 3 = 3 matrix
Qi3 Oz Oy
LetB=1| %21 Ba ﬂ':z)
Qzp GOz Oz
Bz g Byy  Gag B3y gy
T e I ~
Then |E| 8y A Byq G2 G + o N
Bl = ay (agay; — az0) — 6 (ay 053 — agz0y) Gyg (g4 Ba3 — G3483; )

Exercise 3.1: Calculate the determinants of the following matrices

1 3 4 2 -3 4
(i)A:(z 6 s) (ii)B:(S 6 ?)
19 5 g o 1

3.1 Properties of the Determinant:
a. The determinant of a matrix A and its transpose 4" are equal.
lal = 1a%]
b. Let A be a square matrix
(i) If A has a row (column) of zeros then |Al = 0.
(ii) If A has two identical rows ( or columns) then |4l = 0.

c. If Ais triangular matrix then |4l is product of the diagonal elements.
d. If Ais a square matrix of order n and k is a scalar then |kAl = k™14l

3.2 Singular Matrix

If A is square matrix of order n, the A is called singular matrix when |4l =0 and non-
singular otherwise.

3.3. Minor and Cofactors:

Let A = {a[j-}r xr|is a square matrix. Then IM;; denote a sub matrix of A with order (n-1) =

(n-1) obtained by deleting its i**row and j** column. The determinant M._-_i-| is called the

minor of the element a;; of A.

The cofactor of a;; denoted by 4; and is equal to{—1)"* Ilf._-j-| .

3 4 2
Exercise 3.2:LetA= 12 3 1 )
3 -2

® Compute determinant of A.



(i) Find the cofactor matrix.

3.4. Adjoin Matrix:

The transpose of the matrix of cofactors of the element a;;of A denoted by adj A is called
adjoin of matrix A.

Example 3.3: Find the adjoin matrix of the above example.
Theorem 3.1:
For any square matrix A,
ACadjA) = (adj A JA = Al I where | is the identity matrix of same order.
Proof: Let A = (ay;)

nxEn

Since A is a square matrix of order n, then adj A also in same order.

Consider
Gy Byz e C1p
er Enn Qs
A= = = | then
Ony  Gpz Cnn
Ay Apg e Agp
adj A = Ay Ay e Ap
-Hr!i "qr!: Hr!r!
Now consider the product A {adj A )
‘Qyy Ogp e GinYy fA A e An
T Ran v ann G - P 9
A(adja)=| % ™= || Az Ax Az
Bnt Onz e Bpnd NApy Apg e Apg
Eiorag Ay Efoiag Ay o EFogayj Ay
| Eerey Ay Zfaey Ay e L1 az) Ay
Eferan; Ay Lfcran Ay e D
lal o 0
o 4l 0
0 0 0
o0 0 ... Al
(as we know that E7.; a;; A;; = |4l and Ef.; a5 Ay =0 wheni = k)



L TS e |
Lo T - T e

= lal

=N =R=N

= |4l I, Where I, is unit matrix of order n.
Theorem 3.2: If A is a non-singular matrix of order n, then ladj 4] =|AI"2.

Proof: By the theorem 1

AladjA) = l4l1

|4 Cadj 401 = |14 1|
Alladj Al = |AI7
ladj Al = 4"

Theorem 3.3: If A and B are two square matrices of order n then
adj(AB) = (adj BXadj A)
Proof: Bythetheorem1 Al(adjA) = |AlI
Therefore (AE) adj (AB) = adj (ABJAB = |ABlI
Consider (AB){adj B adj A),
(AB)(adj B adjA) = A(B adj B) adj A
= A(IBII) adj A
= |B| (A adj 4)

EIRFEr

|AllE] 1

|AB|I

Also consider (adj B .adj AJAB
(adj B .adj A)JAB = adj B (adj AA)B

=adj B |A|l I B

|Aladj B B

lAllE] 1

I
.
a5 ]
—

=

=



Therefore from (i) and (ii) we conclude that
adj(AB) = (adj A)(adj B)
Some results of adjoint

() For any square matrix A (adj A)F = adj A'
(i) The adjoint of an identity matrix is the identity matrix.
(i) The adjoint of a symmetric matrix is a symmetric matrix.

.Chapter 4: Inverse of a Matrix and Elementary Row Operations
4.1 Inverse of a Matrix
Definition 4.1:

If A and B are two matrices such that 48 = EA = I | then each is said to be inverse of the other.
The inverse of A is denoted by A™".

Theorem 4.1: (Existence of the Inverse)

The necessary and sufficient condition for a square matrix A to have an inverse is that |4| =0
(That is A is non singular).

Proof: (i) The necessary condition
Let A be a square matrix of order n and B is inverse of it, then
ABE =1
lAB| =1AllBl =1
Therefore 1Al =0,
(ii) The sufficient condition:

If |4l = 0, the we define the matrix B such that
B= = (adj4)
R
1 Cay_ L :
Then AB =4~ {adj 4) = i Aladj 4)
1
== =1
o Al
— 1 1 1
= — 1 = — 1 = — :I
Similarly B4 = (adj A)A a Aladj 4) T lAl1
Thus AE = BEA = I hence B is inverse of A and is given by 4~* = ﬁ (adj A)
Theorem 4.2: (Uniqueness of the Inverse)

Inverse of a matrix if it exists is unique.

10



Proof: Let B and C are inverse s of the matrix A then
AE=FEA=1T1 and AC =CA =1
B(AC) = BI
(BAIC =B
C=E

2 3 -4
Example 6: Let 4 = ({} —4 2 ) find A~"
1 -1 &

Theorem 4.3: (Reversal law of the inverse of product)

If A and B are two non-singular matrices of order n, then (AB) is also non singular and
(AB)™* = B~*4%,

Proof:

Since A and B are non-singular |4l = 0 and |B| = 0, therefore |4llB| = 0, then |4B| =0
Consider (AB)(B~*A™%) = A(BBhA~!

= AlAt=44"t =1

Similarly (B=*4~*) (4E) B-(AtA)B

= B7Y[B = BB =1 ... )
From (1) and (2)

(AB)(B~*A™) =(B*4™) (4B) = I

Therefore by the definition and uniqueness of the inverse (4B}y* = B~tA™?

Corollary4.1: If AiA; i Ay are

non  singular
;T PP

matrices of
wAm)Th = ATRATT

order n, then
Rt

Theorem 4.4: If A is a non-singular matrix of order n then (A%}~ = (4~%)F,

Proof: Since |A"] = |4] = Otherefore the matrix A® is non-singular and (A"}~ exists.
Let A4 t=A4"t4=1]
Taking transpose on both sides we get
(A4 = (4 Faf =17, =1,
(4724) = 4542 =17 =1,

Therefore AT(A47*)F = (4740 =1,

11



Thatis (A=) = = (AF)-L,

Theorem 4.5: If A is a non-singular matrix , k is non zero scalar, then (kA)~* =

Proof: Since A is non-singular matrix A7 exits.
Let consider (kA) {%A‘lj = (k X fjl (Aa ) =1
1o, g%, .
Therefore (Eﬂ ] is inverse of kA

By uniqueness if inverse  (k4)~*= -4~*

LS

Theorem 4.6: If A is a non-singular matrix then

1
AT = =,
| | al

Proof: Since A is non-singular matrix, A=* exits and we have
AATt =
Therefore |447* = lAll4~* =l =1
Then A~ = ﬁ

4.2 Elementary Transformations:

EH—L
" .

Some operations on matrices called as elementary transformations. There are six types
of elementary transformations, three of then are row transformations and other three of

them are column transformations. There are as follows

0] Interchange of any two rows or columns.
(i) Multiplication of the elements of any row (or column) by a hon zero number K.
(i) Multiplication to elements of any row or column by a scalar k and addition of it to

the corresponding elements of any other row or column.

We adopt the following notations for above transformations

(i) Interchange of i" row and |" row is denoted byR; « R;.
(i) Multiplication by k to all elements in the it rowR; — kR;.
(iii) Multiplication to elements of jth row by k and adding them to the corresponding

elements of i"" row is denoted byR; — R; + kR;.

4.2.1 Equivalent Matrix:

A matrix B is said to be equivalent to a matrix A if B can be obtained from A, by for forming finitely

many successive elementary transformations on a matrix A.

Denoted by A~ B.

12



4.3 Rank of a Matrix:
Definition:
A positive integer ‘r’ is said to be the rank of a non- zero matrix A if

() There exists at least one non-zero minor of order r of A and
(ii) Every minor of order greater than r of A is zero.

The rank of a matrix A is denoted by z(4}.
4.4 Echelon Matrices:

Definition 4.3:

A matrix A = (g;;} is said to be echelon form (echelon matrix) if the number of zeros
preceding the first non zero entry of a row increasing by row until zero rows remain.

In particular, an echelon matrix is called a row reduced echelon matrix if the distinguished
elements are

0] The only non- zero elements in their respective columns.
(ii) Each equal to 1.

Remark: The rank of a matrix in echelon form is equal to the number of non-zero rows of the matrix.

Example 4.1:

Reduce following matrices to row reduce echelon form

T -2 3 -1
() A=(2 -1 2 2)

3 1 2 3

T2 -1 2 1
(i) E= (2 4 1 =2 3)

38 2 -6 5

Chapter 5: Solution of System of Linear Equation by Matrix Method

5.1 Solution of the linear system AX=B

We now study how to find the solution of system of m linear equations in n unknowns.

Consider the system of equations in UNKNOWNS X3 X3 . e ce e cis civ e Xy S
BTy + BioXg T o i By Xy = EJ:L
By X+ QpXsF o s Gy Xy = EJ:
Opy X3+ GppXp+ Gpn¥n = by

13



is called system of linear equations with n UNKNOWNS %3 X5 e vev i s v w1 the
constants &y 8. e e by are all zero then the system is said to be homogeneous type.

The above system can be put in the matrix form as

AX=B
Gy @3z *° Oin *y by
Xa b,
Where 4= : : X=| - B=|
Gng B pz " Oun X By,

The matrix A = (g;; Jn.n is called coefficient matrix, the matrix X is called matrix of unknowns and
B is called as matrix of constants, matrices X and B are of order n x 1.

Definition 5.1: (consistent)

A set of values of x;.xz.uwwe s Xywhich satisfy all these equations

simultaneously is called the solution of the system. If the system has at least one solution
then the equations are said to be consistent otherwise they are said to be inconsistent.

Theorem 5.2:

A system of m equations in h unknowns represented by the matrix equation AX= B is
consistent if and only if 2(4) = p(A.BE) . That is the rank of matrix A is equal to rank of

augment matrix (4, )
Theorem 5.2:

If A be an non-singular matrix, X be an n x 1 matrix and B be an n x 7 matrix then the
system of equations AX= B has a unique solution.

1) AX =B

| |
Consistent if p{A)= p(4,B) =r Inconsistent if p{4) = p(A,B)
|

Unique solution if r=n Infinite solution if r<n

14



)

AX =0 ( Allwayes consistant)

If p(A) =7 = nTrivial solution If p(A) =7 =< n Infinite solutions

Therefore every system of linear equations solutions under one of the following:

0] There is no solution
(ii) There is a unique solution
(iii) There are more than one solution

Methods of solving system of linear Equations:
5.1 Method of inversesion:
Consider the matrix equation
Consider the matrix equation
AX=E  Where ldl 20
Pre multiplying by A=*, we have
At (Ax })=A'B
X=A'E
Thus AX = B, has only one solution if 4] =0 and is given by ¥ = A~*B.

5.2 Using Elementary row operations: (Gaussian Elimination)
Suppose the coefficient matrix is of the type m x n. That is we have m equations in n

unknowns Write matrix [ A.B] and reduce it to Echelon augmented form by applying
elementary row transformations only.

Example 5.1: Solve the following system of linear equations using matrix method

(1) (ii)
2x+}’ + —Ez = 1':' ¥ +2},_ 3.2:_1
y + 10z=—28 3x— v+ 2z=7

v+ 16z = —42 S5x +3y —4z=2

15



Example 5.2: Determine the values of a so that the following system in unknowns x, y and z has

0] No solutions
(i) More than one solutions
(iii) A unique solution

x +y +z =10

I
=

2x + 3y +az

x+ay + 3z=10

Chapter 6: Eigen values and Eigenvectors:

If A is a square matrix of order n and X is a vector in ™, ( X considered as # x 7 column matrix), we

are going to study the properties of non-zero X, where AX are scalar multiples of one another. Such
vectors arise naturally in the study of vibrations, electrical systems, genetics, chemical reactions, quantum
mechanics, economics and geometry.

Definition 6.1:

If A is a square matrix of order n , then a non-zero vector X in R"is called eigenvector of A if A¥ = iX
for some scalar 4. The scalar 4 is called an eigenvalue of A, and X is said to be an eigenvector of A
corresponding to 4.

Remark: Eigen values are also called proper values or characteristic values.

3{})

T] is an eigenvector of A= (8 1

Example 6.1: The vector (2

Theorem 6.1: If A is a square matrix of order n and 4 is a real number, then 4 is an eigenvalue of A if and
onlyif lAl—Al=0.

Proof: If & is an eigenvalue of A, the there exist a non-zero X a vector in R" such that AX = AX.
AX =X
AX = AIX Where | is a identity matrix of order n.
r-Alx=20

The equation has trivial solution when if and only if |4l = 0. The equation has non-zero solution if
and only if 1{A —AI'Jl=0.

Conversely , if (A — AI J| = 0 then by the result there will be a non-zero solution for the equation,

(A-A1lx=0

16



That is, there will a non-zero X in A" such that A¥ = 1X, which shows that A is an eigenvalue of A.

Example 6.2: Find the eigen values of the matrixes
2 1 1
0 a=(2 %) (i B=(2 3 4)
-1 -1 =2
Theorem 6.2:

If Aisann xn matrix and 4 is a real number, then the following are equivalent:

(i) Ais an eigenvalue of A.

(i) The system of equations (A — AJ¥ =0 has non-trivial solutions.
(i) There is a non-zero vector X in B™ such that AX = il

(iv) Is a solution of the characteristic equation {4 — i1}l = 0.

Definition 6.2:

Let A be an n xn matrix and . be the eigen value of A. The set of all vectors X in R™ which satisfy
the identity AX = AX is called the eigen space of a corresponding to 4. This is denoted by E(1} .

Remark:

The eigenvectors of A corresponding to an eigen value 4 are the non-zero vectors of X that satisfy
AX = iI. Equivalently the eigen vectors corresponding to 4 are the non zero in the solution space of
(Al — A)X = 0. Therefore, the eigen space is the set of all non-zero X that satisfy (4 — I }1¥ =0 with
trivial solution in addition.

Steps to obtain eigen values and eigen vectors

Step |: For all real numbers 4 form the matrix Al — 4
Step II: Evaluate I{4 —AI'}l  That is characteristic polynomial of A.

Step lll: Consider the equation {4 — 11 }l =0 ( The characteristic equation of A) Solve the equation
for Let 43.d;.4z.0 000004y be eigen values of A thus calculated.

Step IV: For each 1; consider the equation (i ] — A )X =0

Find the solution space of this system which an eigen space E{i;} of A, corresponding to
the eigen value 4; of A. Repeat thisforeach 4; i=12......n

Step V: From step IV , we can find basis and dimension for each eigen space E(i;} for

i=12, .
Example 6.3:
Find (i) Characteristic polynomial

(i)  Eigen values
(i)  Basis for the eigen space of a matrix

17



A= (S _[]1)
Example 6.4:

Find eigen values of the matrix

2 1 1
A=|2 3 4)
-1 -1 -2

Also eigen space corresponding to each value of A. Further find basis and dimension for the same.

6.2 Diagonalization:

Definition 6.2.1: A square matrix A is called diagonalizable if there exists an invertible matrix P such that
PT4P isa diagonal matrix, the matrix P is said to diagonalizable A.

Theorem 6.2.1: If A is a square matrix of order n, then the following are equivalent.

(i) Alisdiagonizible.
(i) A bhas n linearly independent eigenvectors.

Procedure for diagonalizing a matrix

Step I: Find n linearly independent eigenvectors of A, say ;. Fa. v e o By

Step Il: From the matrix P having F;.Fs ... ... By as its column vectors.

Step Ill: The matrix P~TAP  will then be diagonal with 44.45......4, as its successive diagonal
entries, where 4; is the eigenvalue corresponding to B, i = 1.2 v auwnum,

Example 6.3: Find a matrix P that diagonalizes

2 1 1
H=(2 3 4)
-1 -1 =2

18



Tutorial (Matrices)

a 2 4
Q1. Show that the square matrix 4 = (1 3 3) is a singular matrix.
-1 8 z
1 4 3
Q2. If A=1|6 2 S)determine (i) 1Al (i) Adj A
1 7 0
21 4
Q3. Find the inverse of the matrix 4 = | 3 3 1)
2 0 6
_ {1 05 _f1 2 .
Q4. Ifa= (U.S U.l) and B = (2 3) determine

(i) B-* (i) AB (i) B~!A

1 2 3
Q5. Consider the matrix A = (2 3 4)
1 3 7
Q) Compute |4l (ii) findadj A
(iii)  Verify Aladj A1 = 14l | (iv) Find A~*

Q6. Find the possible value of x can take, given that

_ [x- 3 _ 3 & 3
4= (1_ 3x) B = {2 x) such that 4B = BA.
? -
Q7. Ifd= (_34‘ 1‘_) find the values of m and n given that A> = mA + nA

Q8. Find the echelon form of matrix:

11 1 1
2 3 4 5 | Hence discuss (1) unique solution (ii) many solutions and (iii) No solutions of
4 9 16 25

the following system and solve completely.
X +y +z=1
2x+3y +4z=5

19



4x + 9y + 162 =25
010

Q9. Ifmatrix Ais | O 0 1| and I, the unit matrix of order 3, show that A® = pl+qA +rA?® .
P qr

Q10. Let A be a square matrix

a. Show that
(I—A) T =1+A+A42+4% if A*=0
b. Show that

(I-A1T=1+A+A4%2+4%+.. A" if A™T1=0
Q11. Find values of a,b and ¢ so that the graph of the polynomial p(x) = ax* + bx + ¢ passes through
the points (1,2), (-1,6) and (2,3).
Q12. Find values of a,b and ¢ so that the graph of the polynomial p(x) = ax? + bx + cpasses through
the points (-1,0) and has a horizontal tangent at (2,-9).

a 0 b 2
Q13. Let (a a 4 4) be the augmented matrix for a linear- system. For what value of a and b does
0 a 2 b

the system have

a. a unique solution

b. aone- parameter solution
c. atwo parameter- solution
d. no solution

Q14. Find a matrix K such that AKE = C given that
1 4 i) 6 -6
2 0 0
A:(_g 3) E= 01 _1) C‘=(5 -1 1)
1 -2 -4 0 0

a. For the triangle below, use trigonometry to show
becosy + ccosffi =a

ccosa + acosy =5
acosfi + bcosa =c¢

And then apply Crame’s Rule to show

B:+ % —a?

2be

cosa =

Use the Cramer’s rule to obtain similar formulas for cos § and cos y.
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